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When estimating a population parameter by a nonprobability sample, i.e. a sample without a known sampling
mechanism, the estimate may suffer from sample selection bias [1]. To correct selection bias, one of the often-used
methods is assigning a set of unit weights to the nonprobability sample and estimating the target parameter by a
weighted sum. The unit weights can be obtained by inverse propensity weighting or calibration, and plenty of ways
to construct the weights are available. For example, by logistic regression or machine learning methods [2].

However, a tailor-made framework to evaluate the assigned weights is missing in the literature. We try to fill in
the gap by discussing several performance metrics when the population mean is of interest. A simulation study and
real data examples show that some performance metrics have a strong positive relationship with the mean squared
error of the estimated population mean.
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