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Anomaly detection has become in the last few years a highly demanded task by companies. Thousands of
fraudulent banking transactions are carried out every day, millions of users have behaviours that do not conform
to the rules of specific applications, security systems are violated, patients with rare diseases appear in medical
consultations, cameras capture ’weird things’, and many times, anomaly detection algorithms seem blind to them.

Despite the continuous evolution of anomaly detection algorithms, there are still numerous problems to be
solved. Years of work and effort by the scientific community have resulted in a considerable number of powerful
algorithms for detecting anomalies [1, 2, 3, 4, 5, 6]. In our opinion, however, the problem is far from being solved.
We will focus on two main problems, that are summarized in the following research questions:

1. How should we proceed when faced with a completely unsupervised anomaly detection problem?

2. How can we compare the performance of anomaly detection algorithms if the data is not labelled?

To solve these questions, we will take advantage of the rankings obtained by the algorithms. We will group the
algorithms according to their similarity. To measure the algorithm similarity, a new metric will be introduced in
this paper. The proposed metric is ahead of those of the state of the art in that the comparison can be as strict
or soft as desired. Our new metric, which we have called ”agreement degree” quantifies to what degree the scores
obtained by the algorithms are similar. That is, to what degree they agree on the level of the anomaly of each
example in the data set.

In our experimental study, we used 20 datasets and 11 anomaly detection algorithms [7]. For the algorithm
similarity comparison we use our metric together with Kendall [8] and Spearman [9] correlations. The experimental
study shows the superiority of the new metrics with respect to those of the state of the art. Our metric achieves a
better separation between groups of algorithms based on their similarity. This means that it is possible to decant
the algorithms with the best from those with the worst performance.

We present the new metric together with our study carried out on 20 data sets and show the advantages of our
metric.
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