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Preference-based reinforcement learning (PbRL), also known as Reinforcement Learning from Human Feedback
(RLHF), has recently gained popularity as a tool for fine-tuning agent policies, for example in ChatGPT and
InstructGPT [1]. More broadly, PbRL is a promising approach to AI alignment, which is the challenge of building
intelligent agents that share and effectively pursue their user’s preferences. A crucial aspect of these preferences,
in domains such as healthcare, autonomous driving, and finance, is the user’s attitude towards risk. So in order to
achieve genuine AI alignment, an agent must act in accordance with the user’s risk preference. In short, the agent
should be risk-aligned.

This work first develops the concept of risk alignment for PbRL and inverse reinforcement learning, relating it
to risk-sensitive reinforcement learning. On the empirical side, we present a set of experiments in simple gridworld
environments that can be used to evaluate the properties of PbRL agents with respect to risk alignment and apply
these experiments to the well-known PbRL agent by [2].

Based on these empirical results and theoretical considerations, we discuss shortcomings of current state-of-the-
art PbRL agents. For example, the collected preference data may not contain risk information, due to the particular
preference query structure and the underlying reinforcement learning algorithm does not explicitly incorporate a
notion of risk. This motivates a number of potential improvements for risk aligned PbRL, which conclude this
work.
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