Il
=4

[
<)) Y
A

-
J/

@

f/f

> = .\:::‘\fg“}.ﬁf E 20,2},
<) W 2023 TR

Learning from Human Feedback
for Fine-tuning Text-to-Image Models
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Deep generative models have shown impressive results in text-to-image synthesis [1, 2, 3]. However, current
text-to-image models often generate images that are inadequately aligned with text prompts [4, 5, 6]. In this talk, I
will present introduce a fine-tuning method for aligning such models using human feedback. First, I will introduce
a simple yet efficient fine-tuning method based on supervised learning. Our method consists of the three stages:
First, we collect human feedback assessing model output alignment from a set of diverse text prompts. We then use
the human-labeled image-text dataset to train a reward function that predicts human feedback. Lastly, the text-to-
image model is fine-tuned by maximizing reward-weighted likelihood to improve image-text alignment. Our method
generates objects with specified colors, counts and backgrounds more accurately than the pre-trained model. We
also analyze several design choices and find that careful investigations on such design choices are important in
balancing the alignment-fidelity tradeoffs. Our results demonstrate the potential for learning from human feedback
to significantly improve text-to-image models.

I will also share investigations on reinforcement learning (RL) to fine-tune the text-to-image models. Specifically,
I will explain how we formulate fine-tuning task as a RL problem specially designed for diffusion models. We then
update the pre-trained image-text diffusion models to maximize scores of a reward model human feedback using
a policy gradient algorithm. We analyze several design choices (such as KL regularization, value learning and
balancing regularization coefficient) and find that careful investigations on such design choices are important in RL
fine-tuning. We demonstrate that RL fine-tuning is more effective in improving the pre-trained model compared
to supervised fine-tuning in terms of both alignment and fidelity.
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