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Conformal regressors transform point predictions of any underlying regression model into prediction intervals
with a guaranteed error rate, as set by the user. Conformal predictive systems is a recent generalization by which
the point predictions are transformed into cumulative distribution functions. From these, prediction intervals can
be obtained, as well as percentiles, calibrated point predictions, and p-values for given target values. A gentle
introduction to the two frameworks is given, covering standard, normalized and Mondrian conformal regressors and
predictive systems, see e.g., [1]. The techniques will be illustrated using the Python package crepes [2].
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