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The exploration and analysis of high-dimensional (HD) data sets calls for well-thought techniques to extract
the salient information from the data. Co-clustering, which consists in simultaneously partitioning the rows and
columns of a data matrix, can be particularly useful in the HD setting [1]. Latent block models cast co-clustering
in a probabilistic framework that extends finite mixture models to the two-way partitioning case.

In addition to being high-dimensional, real-world data sets often contain anomalies which could be of interest
per se and may make the results provided by standard, non-robust procedures unreliable. Also the estimation of
latent block models can be heavily affected by contaminated data. Therefore, we propose a method to compute
robust estimates for latent block models. The proposed algorithm combines impartial trimming [2] with a block
Classification Expectation-Maximisation (CEM) algorithm, which aims to maximise the complete-data likelihood
of the model.

Experiments on both simulated and real data sets show that our method is able to resist high levels of contam-
ination and can provide additional insight into the data by highlighting possible anomalies. Moreover, the analysis
can benefit from the model-based approach by leveraging the model likelihood and parameters to obtain further
guidance in exploratory analysis, as will be shown with real-world applications. Integration with other exploratory
techniques will also be discussed.
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