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Reinforcement learning from human feedback (RLHF) was shown to be useful in finetuning large language
models (LLMs) to be easier to interact with, more honest, and less toxic [1]. In our upcoming publication with
a working title “RLHF is Not All You Need”, my collaborators and I provide an overview of the various issues
associated with RLHF. My talk will cover several of these issues, from straightforward ones like flawed feedback
resulting in bad reward models that lead to reward hacking [2], to less obvious ones like goal misgeneralization
and the incentive to manipulate the human evaluators. I will also present potential solutions and directions for
addressing these challenges. Finally, I will connect these issues to broader trends in AI development and the
potential risks posed by advanced AI systems.
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