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Research data obtained during economics or medical studies experiments often displays a complex distribution
even in two-dimensional space. Hence, the statistical identification of subgroups in research data poses an ana-
lytical challenge for the interactive identification of meaningful multimodal structures in data [1]. State-of-the-art
visualization methods of two-dimensional densities, like ggplot2 (CRAN.R-project.org/package=ggplot2) provide
continuous contour plots, as shown in the figure on the left-hand side. These visualization methods are often
not sensitive enough to detect multimodal structures. Especially, heights of density peaks are not visualized in a
discriminatory manner in a way that height differences of the peaks are represented correctly (see figure on the left
side). We propose to employ two-dimensional probability density estimation as one-dimensional information within
the 1D distribution cluster algorithm (DDCAL) [2] to find appropriate color transitions. Furthermore, we present
the two-dimensional density estimation in a discrete scatter plot and still remain in the framework of ggplot2. As
a result, we can visualize multimodal structures with higher sensitivity in comparison to conventional visualization
approaches, as presented in the figure on the right. Based on several examples of flow cytometry and economic
data, we can show an improvement in distinguishing multimodal structures.
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